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1 Introduction

The process of building our HPSG-based (for HPSG see [Pollard and Sag, 1994])
treebank involves two main tasks: integration of the pre-processing components
and an adequate annotation scheme. The first is required for ensuring the consist-
ency of the next levels and to facilitate annotators’ work. The underlying tech-
niques have to be adjusted to each other in such a way that maximum linguistic
adequacy is attained at the subsequent stages. The integration goes into three dir-
ections:

1. Looking-forward strategylt adjusts the resources and tools with respect to
the deeper analysis and can be divided into two sub-mechanisms:

(a) adaptive mechanism, which is not concerned only with the technical
transfer of the information from one format into another. Basically, it
is concerned with the adaptability of the stored information to more
refined and elaborate language schemes. For example, the morphosyn-
tactic tagset is converted into attribute-value pairs in accordance with
the HPSG sort hierarchy. At this level one can specify information
*The work reported here is done within the BulTreeBank project. The project is funded by the

Volkswagen Stiftung, Federal Republic of Germany under the Prograi@meperation with Nat-
ural and Engineering Scientists in Central and Eastern Europaritract 1/76 887.




from the sort hierarchy which is not presented within the morphosyn-
tactic tagset explicitly.

(b) additive mechanism, which repairs the chunker output by adding head-
nonhead dependency relations and grammatical functions to the phrase
structures. The chunker usually recognizes maximal chunks without
representing their internal structure. This task is performed by ad-
ditional set of regular grammars which are applied internally to the
chunks and benefit from the recognized top category.

2. Looking-backward strategyt handles top-down constraint mechanisms like
disambiguation within phrases or clauses. Such an automatic strategy has
been recently exploited intensively for German (see [Muller and Ule 2002],
[Kermes and Evert 2002]). In Bulgarian, determining the recursive struc-
tures is not a trivial task. For this reason we combine the strategy of manual
identification of maximal phrases (usually clauses) with the automatic detec-
tion of the smaller chunk units in them. Compared to the above mentioned
techniques, in this strategy the initial grammar is not precise enough and
requires manual intervention.

3. Creation of a golden standardl'he golden standard perspective ensures at
least two things: (1) checking procedures over the relevant levels; (2) top-
down filtering of incomplete partial analysis. Apart from that, it plays an
important role in the construction of a reliable HPSG grammar for Bulgarian,
because the existing formal analyses for this language are far from sufficient.

The annotation scheme defines the linguistic relevance of the information with-
in the treebank and facilitates its annotation and validation. The final goal of
our work is to construct a treebank containing complete HPSG analyses of Bul-
garian sentences. In this case the theory dependency is inevitable. The process
of achieving the goal consists of several levels of specialization of the annotation
scheme. In [Simov and Osenova, 2003] we have described our first practical an-
notation scheme, which reflects the basic HPSG assumptions about the analyses of
the linguistic structures. The scheme is practical because it abstracts over all de-
tails that can be inferred from the information in the treebank and the annotator has
to deal with minimum information. Besides the theory relevance, the scheme has
the following advantages: (1) it allows for further gradual transition to complete
HPSG analyses; (2) it incorporates all the results from the pre-processing steps; (3)
it reflects the monostratal nature of HPSG.

In this paper we present how the initial annotation scheme can be tuned to
the requirements of some specific language facts and its connection with the pre-
processing architecture. The structure of the paper is as follows. In Section 2 the



flexibility of the annotation architecture is described. Section 3 discusses the spe-
cialization of the annotation scheme. Section 4 focuses on the relation between
the annotation scheme and the annotation process in the context of validation tech-
niques. The last section outlines the conclusion and future work.

2 Towards a flexible architecture of annotation

In this section we present the architecture of the annotation process in two direc-
tions: 1. as integrating different preprocessing tools and 2. as mapping into the
HPSG-based annotation scheme. In our work we try to ensure a maximal level of
consistency via the combination of the preprocessing tools which produce 100 %
correct analyses with a subsequent manual annotation. For this task we use con-
straints defined over the current version of the HPSG-based annotation scheme. In
the design of the preprocessing tools we followed state-of-the-art techniques in the
area and we tried to make them maximally independent from the current use in
the construction of the treebank. On one hand, this imposes some problems in the
mapping between the linguistic knowledge represented in these modules and the
annotation scheme, but, on the other hand, it ensures wider usage of the produced
resources.

2.1 Integrity of the separate components

The interrelation among the different tools and resources, which are used or have
been created so far (a morphological tagger, a disambiguator, gazetteers, a machi-
ne-readable valence dictionary, partial grammars for named entities, numerical ex-
pressions and abbreviations, chunkers, a corpus), is determined in several dimen-
sions.

Fromthe linguistic point of view they are as follows:

1. The first one is thénteractive modgin which they are combined to sup-
port the real annotation task. The order of applications is relatively stand-
ard: tokenization, morphological processing, partial grammars, chunking.
For instance, the identification of sentence boundaries determines in general
the scope of application of the different grammars. Sometimes, however, the
strict ordering is impossible, because of the linguistic complexity of the data.
Cases of special interest here are: (1) consulting gazetteers yet at tokeniza-
tion level and (2) the influence of interacting grammars on the annotation
scheme.

2. The second dimension is thektension modas relatively independent com-
ponents. In this mode they become models for the creation of more complete



and elaborate resources, mainly lexical databases. Building the HPSG-based
head-complement, head-adjunct and head-subject structures of the treebank,
valency frames are extracted for a substantial number of different types of
verbs. Additional corpus-derived lexicons are built of parentheticals, intro-
ductory units and phrases. The extended lexicons are then used for pre-
identifying certain linguistic units before the syntactic analysis.

Fromimplementational point of view we rely on interactive usage of the tools
within the CLaRK system ([Simov et. al., 2001], [Simov et. al., 2003]). The prin-
ciple of cascadedness ([Abney, 1996]) is fully developed not only for the regular
grammars engine, but also for all available tools like constraints, remove opera-
tion, insertion, transformations. Thus the output of one processing tool becomes
input for another one and enables the gradual annotation of the data. Additionally,
control operators can be used in order to direct the processing on the basis of the
content of the annotation and the result from the application of the previous tools.
This mechanism of processing also allows automatic repair of errors introduced at
earlier stages of annotation.

2.2 The HPSG-based scheme

In this subsection we present the general language model, accepted within HPSG.
HPSG is a monostratal theory and respects all the levels of language representa-
tion. Also it is lexicalist (like LFG) and the linguistic objects are represented via
feature structures. It includes: a linguistic ontology (sort hierarchy) and gram-
mar principles (constraints over the sort hierarchy). The sort hierarchy represents
the main types of linguistic objects and their basic characteristics. The principles
impose restrictions on the objects and thus predict the well-formed phrases. The
data provides language elements with syntactic, semantic and pragmatic weight. In
accordance with the theory, we take into account this mixed behaviour of the lan-
guage elements and respectively, try to encode them appropriately in the CLaRK
system as a DTD and a set of constraints over the XML documents. For this reason
we distinguish between syntactico-phrasal elements which represent: a hierarchy
of phrase types like head-complement, head-adjunct and the corresponding syn-
tactic domains like nominal, verbal phrases (we have element¥Rd&djunct),
NPCGomplement)); functional elements, which help us to represent the multi-di-
mensional nature of the encoded linguistic knowledge (thus, in order to preserve
the original word order we have introduced discontinuous elementBlge (on-
tinousE(xtracted)), and pragmatic ofragmatic ); lexical elements which co-

ver not only the lexical items in the lexicon but also the analytical word forms res-
ulting from the application of some lexical rules (such elementiNaké Prep ).



Figure 1. The tree for the sentence: “Krizata ot edna strana mozhe da bade
uspokoena do novoto j proyavyavane” (The crisis, on one hand, can be diminished
until its new appearance)

Additionally, we take into account the scoping characteristics of some elements and
incorporate that information in two ways: lexically (for the negative and interrog-
ative particles) and quasi-phrasally (for the emphasizing words like 'samo’(only)).
The structure-sharing mechanism is widely applied for indicating phenomena like:
binding, pro-dropness, secondary predication, anaphoric relations, clitic reduplic-
ation.

In Fig. 1. we represent an example tree from the BulTreeBank which illus-
trates the specifications of our annotation scheme. The tree consists of three types
of nodes and two types of arcs. The leaves in the tree correspond to the words. The
circles correspond to the sign objects in HPSG, the labels inside them determine
the subsort of the sign and its constituent structure (Ilexidav( Prep , Pron ,

A), head-complemenMPG PP), head-subject(PS), head-adjunctNPA VPA
and the category of the sign. The rectangles correspond to some additional prop-



erties of the signs below them. Here there are three kinds of such properties: the
root node of the senten¢8] , the da-clausfCLDA] and a pragmatic constituent
[Pragmatic] . The immediate dominance relation between the signs is given
by the structure of the tree itself. We allow for crossing branches (not presented
here). The coreferences among the indices of the signs are given by additional arcs
between the nodes of the tree. Here we have two of them: one connects the un-
expressed subject of tielDAclause with the expressed subject of the main verb;
the second determines the binding of the possessive clitic and the subject of the
main clause. But note that the coreference is a transitive relation and, hence, in
this example it holds between the pro-dropped element and the possessive clitic as
well. The division of the work between the pre-processing steps and the manual
annotation is as follows: all lexical signs are added by the morphological analyser
and disambiguator, the complex verb foitla bade uspokoenas determined by
the verb chunk grammar, all tiePAs are determined by tH¢P chunk grammar,
the pragmati®P ‘ot edna stranais determined by the grammar for pragmatic and
fixed expressions, the |laBP in the sentence is analyzed by an “opportunisgé&”
grammar. The rest of the analysis is done by the annotator.

The specialization of the annotation scheme consists of the following steps:
(1) introducing new types of phrases in the HPSG sort hierarchy, including un-
derspecified ones; (2) application of preference rules in the cases where more that
one competing analyses can be applied; (3) implementing principles of HPSG for
propagating the information along the tree, and checking the consistency of the
results.

3 Specialization of the annotation scheme

3.1 Treatment of some special phenomena

In [Simov and Osenova, 2003] we focus on the hierarchy of phrases with respect
to both characteristics - constituency and dependency. We also prescribe the order
of the dependents realization (obliqueness). The syntactic domains and respective
phenomena are distinguished. Phenomena of special interest are those, which com-
bine features from several levels: syntax and pragmatics, syntax and information
structure, syntax and semantics, syntax and discourse etc. In this respect we try not
to lose information, but incorporate it properly.

For example, we assign to the vocatives theRaggmatic taking into ac-
count their pragmatic nature, but at the same time we keep track of their syntactic
contribution (if any) via the coreference mechanism. It could indicate whether the
vocative is structure-shared with the pro-dropped or explicit subject of the sentence,
or with the object or a possessive clitic.



Another example of such a phenomenon are the so-called emphasizing words,
which act on the level of Information structure. For instance, the adverb ‘samo’
(only) is not a typical adjunct and has a quantifying semantic nature. For that
reason in focused phrases with ‘samo’, we project the category of the same phrase,
not AdvPA. Thus it is indicated that its syntactic contribution is suppressed, but
not its scoping characteristics.

There exist some linguistic phenomena, which have always been problematic
for the consistency of the annotation schemes. Such as coordination, ellipsis and
complement-adjunct distinction. For these phenomena there is not only one lin-
guistically motivated solution. And all of them depend on each other and interfere.
For example, if we state that coordination requires elements with the same gram-
matical role, then it depends on what we consider to be one or another grammatical
role, especially in complement-adjunct cases. The same happens when ellipsis is
involved.

One solution is underspecification. We identify coordination structures, but we
do not try to specify some common category for them. That holds for all the levels.
Of course, it works only when we have already decided on the coordination rela-
tion. The complement-adjunct distinction, on which our scheme relies, follows the
principles of lexical semantics. Although still guestionable, we use this dichotomic
distinction, thus underspecifying the cases in between (our hierarchy lacks hybrid
signs like adjunct-arguments or obliques, because they involve another variety of
non-unified criteria).

Nevertheless, in the phenomena listed above, there are still hazy cases, where
it is difficult to make distinctions for some elements being pragmatic or adjuncts.
When there are several instances of pro-dropness within a smaller context, it is
hard to decide whether the elements belong to the same coreference relation or
not. Another problem is how to balance between coordination and ellipsis. These
tough-nuts are partly repaired by the preference principles, stated in the next sub-
section.

3.2 Preference Rules

As it has been already pointed out, the basic assumptions in the annotation scheme
are not suffice, because: there are always some mixed categories, which in differ-
ent contexts behave differently, and for some phenomena there are more than one
linguistically motivated possibility for an analysis.

Thus some ‘preference’ rules have to be added to the basic desiderata. Here
we list some cases, in which their role is of great importance. Not surprisingly,
the ‘preference’ approach is suitable for well-known problematic phenomena like
coordination and ellipsis. For example, we have formulated the following prin-



ciples: Prefer sentential coordination to pre-coordinatiamd Prefer constituent
coordination to ellipsis We take the first rule, because pre-coordination fits only

in cases, when the selectional requirements of the verbs coincide. Our decision is
similar to the decision within TIGER treebank [Brants and Hansen, 2002] in the
sense that the selectional preferences of the heads are explicitly indicated: if the
selectional preferences of two or more heads coincide, then the dependents are
pre-coordinated, if not - then the preference rule is triggered. The preference of
the sentential coordination guarantees consistency in all contexts. The second rule
aims at decreasing the ellipsis in cases, when coordinated elements are of same
dependence relation to the head.

Another dimension of preference rules application is the treatment of ellip-
sis. We distinguish between ellipsis, which can be restored within the sentence
and ellipsis, which can be restored in the discourse or from our world knowledge.
Sometimes the two interpretations are plausible, but the preference ruldfsays:
the sentence there is an anchoring element for the ellipsis restoration, prefer it to
the discourse one.

Preference rules are needed for the treatment of the modal verbs, especially
those, which could provide personal and impersonal reading at the same time (de-
pending on the type of epistemic modality). The rule sdagssentences with two
readings possible: personal and impersonal, prefer the personal readiihgis
subject extraction fron€LDAclauses is avoided. For example:

(1) Predpriyatietanozhedauchastva v drugitargovskii  grazhdanski
Enterprise-thean to participaten othermerchanandcivil
druzhestva
companies
Non-preferred reading: It is possible that the enterprise will participate in
other merchant and civil companies.
Preferred reading: The enterprise can participate in other merchant and
civil companies.

3.3 Dataimpact

Every treebank consists of sentences from certain domains (like in PDB: news-
papers texts (see [Bohmova et al. 2003]); Verbmobil: spontaneous speech (see
[Stegmann, Telljohann and Hinrichs 2000])) and this fact inevitably influences the
decisions behind the annotation schemes. Our sentence bank consists of two com-
ponents: grammar-derived examples (1 500 sentences) and corpus-derived ones
(4 000) from newspapers, government documents, prose. Here we are not going
to discuss cross-genre differences, but rather the annotation specificities accord-



ing to the sourcesBulgarian grammarsand electronic corpus Needless to say,
both sub-banks of sentences represent the same linguistic phenomena, but from a
slightly different perspective and with different distribution and variation.

We definitely disagree with the statement that the inclusion of isolated, gram-
mar-derived sentences is methodologically unsound. They represent the so-called
‘core set of sentences’ within the treebank and thus can be used as a test-suite
for Bulgarian. We consider our ‘core set’ similar to the Polish test suite, de-
scribed in [Marciniak et al 2003], which includes non-corpus sentences aiming at
covering most the linguistic phenomena, including rare ones, and consists of non-
grammatical examples as well. At the moment our task is to ensure satisfying level
of phenomena coverage than to concentrate on negative examples. Our grammar-
derived sentences are of two kinds: they have already been extracted from Bul-
garian literature to illustrate a specific phenomenon, or were constructed by the
author for the same purpose. In this respect they are ‘intended’ sentences. Thus
the annotation follows the general pre-classification as far as it is compatible with
our formalized scheme. The co-reference relations are limited within the sentence,
not higher.

Annotating corpus-derived sentences already requires additional strategies for
an adequate interpretation. For example, when sentences of whole paragraphs
or even divisions are annotated, then more elaborate co-reference mechanism is
needed across sentence boundaries.

The other thing is that the texts supply a bigger variety of syntactic relations,
typical for the connected text: a high frequency of introductory words (phrases),
more complex word order, attachment ambiguities, dialogue patterns, nonstandard
punctuation decoding. There are cases of head-complement dependency between
two sentences. In comparison with the isolated sentences, the context-bound ones
are more complex for syntactic annotation, but at the same time - easier for refer-
ence and ellipsis resolution.

In the phase of annotating such kinds of sentences, we are gradually extending
the annotation scheme principles from basic to preference mode and some of the
mechanisms on a suprasentential level.

4 Annotation scheme vs. annotation process: validation

The development of the annotation scheme is inevitably influenced by the process
of annotation. This interaction follows generally the well-known cyelenotation

and comparison - discrepancy between annotation scheme and data - changes in
annotation scheme, tests for operationalizafiBrants and Hansen, 2002]. Below

we present the concrete steps within our architecture:



1. There is a DTD, which encodes the domain specifications of the annotation
scheme. It plays the role of a mediating pre-defined set of constraints over
the annotation. It has the advantage of being flexible and easily adjustable
to the requirements of the data. Additionally some of the non-local relations
are encoded as constraints over the XML document. For instance, if a clause
is defined to be&CLDAclause, then its lexical head has to be ‘da’-form of the
main verb.

The constraints regulate different linguistic properties. For example, they
specify the dominance relatioWPCcannot dominat&PAor VPS the se-
guence of a noun and a possessive clitic cannot be dominatsiiPBybut

only by the lexicalN; V-Elip can dominatgro-ss etc.). Additionally,

they describe the relevant attributes for an element (the nominals can have
the attribute ‘sort’, which encodes whether they are person names, locations,
organizations or common nouwi:Elip  has the attribute ‘type’, whose val-

ues can be equality, variation or negation to the elliptic form etc.)

2. The annotators validate their interpretations against the current DTD and
then report regularly lapses or problematic cases. The annotators are guided
by the following prompts: 1. in the XML tree area the elements that have
not been treated properly or have stayed unattached, are highlighted as prob-
lematic, thus requiring some repairing and 2. in an additional window there
is a list of all the cases, in which the interpretation disagrees with the DTD
or the set of constraints. The annotator can navigate through the list of the
problematic places. When some error is repaired, the relevant error message
disappears.

. Thenthe reports are discussed and the relevant changes are made - firstin the
DTD, and then in the annotation guidelines. Note that this ordering of regis-
tering the changes is not arbitrary. The DTD regulates the annotation process
in a more direct way that the annotation guidelines. Hence, the annotators’
disagreement is more restricted and well controlled.

4. The annotations are checked by two people for linguistic consistency. The
checks are made in two ways: 1. over the sentences in their linear sequence
and 2. over the extractions from different domai€&,(NPA Pragmatic ,
VPCetc.)

This step is needed, because it is very difficult to set such a DTD, which
neither overgenerates, nor undergenerates. Hence, there could be annota-
tions, which do not violate the DTD, but at the same time they are linguistic-



ally non-justified, or annotations that do not fit DTD, even if being linguist-
ically motivated.

At the same time, the process of syntactic annotation helps to discover and
repair some morpho-syntactic errors or misconceptions. Such revisions are not an
exception. See [Miller and Ule 2002] among others.

5 Conclusion and future work

The paper focuses on the process of tuning the annotation scheme of the Bulgarian
HPSG treebank with respect to the interrelation between the HPSG theory and the
specificity of the language data, and with respect to the connection between the
pre-processor and the manual annotation. Thus we aim at producing a treebank,
which is linguistically well interpreted and at the same time, close to the real texts.
We plan to produce a two-level grammar for Bulgarian, which will reflect the

two-layer treebank-design. We will have a general grammar, based on the basic
principles and specification in the annotation scheme and we will have a more
elaborate grammar, based on the complex interaction of more or less discourse-
connected phenomena.
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